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ABSTRACT

Evaluating interactive visualizations requires examining the com-
plex interaction techniques used in the visualization, but also makes
it necessary to investigate which part of the data participants are
exploring. In this paper, we discuss how logging of these com-
plex interaction techniques may help people to understand the data
explored in order to improve a visualization technique. By answer-
ing questions about how much, which part, or how often a part of
the data was inspected, we can infer valuable information about
the usefulness and effectiveness of an interactive visualization tech-
nique. This visual data coverage allows us to also make inferences
about traceability and accountability of a visualization technique.
We present experiences we made during our studies, discuss chal-
lenges, and point out future directions of this work.

1 INTRODUCTION

To increase insight generation based on interaction logs in the con-
text of modern, interactive visualizations, it is valuable to also log
the extent and kind of data surveyed with continuous interactions.
This information about visual data coverage brings new potential to
the evaluation of a visualization and its interaction design, tracking
which portion of data a user inspected visually at a specific level
of detail and suggestions on what to investigate next, as well as ac-
countability of data analysis and insights. Therefore, we focus on
these three topics and in particular on closely related questions re-
garding data coverage during visual analysis: how much of the data
was explored, how often was the same data item inspected, which
parts of the data were examined at which level of detail, and was
the right data investigated?

In order to analyze visual data coverage, logging of this informa-
tion is required. There is extensive work on analyzing interactions
[18, 23, 4] and many approaches exist on how to categorize interac-
tions [4, 23] or interaction costs [14]. We discuss the benefits and
limitations of logging visual data coverage when using complex in-
teraction techniques in context of evaluation, traceability, and ac-
countability. We illustrate our experiences, insights, and challenges
when collecting information about the data explored with a focus-
and-context lens and share some preliminary ideas about how to
analyze this data.

2 EVALUATION

Interactive visualizations are developed to explore data to find in-
sights in the represented data. When developing an interactive visu-
alization method, a designer makes design decisions. Evaluating a
novel visualization technique requires finding evidence if users can
find insights in the data while applying a technique. Thus, the goal
of an evaluation is to analyze if the design decisions made were the
right ones and can be understood by users to generate insights from
the data.

Analyzing a visualization with complex interaction techniques,
like focus-and-context techniques, requires looking at both how
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Figure 1: TrajectoryLenses is a Visual Analytics system allowing a
user to explore trajectories displayed on a map using a focus-and-
context lens. The heatmap shown depicts the end points of move-
ment trajectories to guide the user in exploring the data.

users interact with the technique and how much data is explored vi-
sually at which level of detail. Recording the visual data coverage
during a study, for example, by logging each data item investigated
can be used to answer our questions. If the amount of data (how
much data has been seen) is low, this can indicate issues with the
efficiency of chosen interaction and visualization techniques. For
example, some parts of the data might not be accessible with a cer-
tain visualization technique. Which part or which data items par-
ticipants inspected can give insights about accessibility of the data.
If an attention guiding method is used, for example, a heatmap in-
dicating dense regions that are in particular interesting for close
inspection, analyzing which part of the data was examined might
also give insights about how well this attention guiding worked. If
the heatmap led users to explore interesting parts of the data, this
information can be inferred from visual data coverage. If a count
is recorded each time a participant explored a data item in detail,
an analyst can see which data items got more attention and which
received less. This may indicate that some parts of the data were
more interesting, more in focus, or more available. Another im-
portant question is whether or not a user examined the right data.
Depending on the task, some part of the data may be more valuable
or even necessary to complete a task successfully. This requires
defining a ground truth from data items that need to be investigated
for each task if this is to be assessed during evaluation. With this
information it is at least possible to determine whether a user ex-
plored data important for solving a task or not.

Despite this, only taking into account the visual data coverage
might not be enough to make clear if participants actually perceived
or understood all the data inspected during exploration. So far, we
have only looked at the visual data coverage logged during a study.
For example, a high visual data coverage or a thorough investiga-
tion of one data item might be the result of the logging mechanism.
Thus, just looking at this metric might not be enough and other
parameters or data sources have to be combined to make better in-
ferences. Eye tracking could be one means to investigate if partici-
pants actually explored a specific data item for a sufficient amount
of time, or a user’s attention passed over a visual detail without re-
alizing its importance. Interaction logs have been correlated with
other data sources such eye tracking [2, 3, 1, 19] or think-aloud



Figure 2: Visual data coverage graph showing the amount of data a user has visually explored over time (bar chart) as well as aggregated over
the complete task duration (line chart). Note that the graph shows two different granularities: the overall visual data coverage (about 7,000,000
data items) and the visual data coverage of one time step (maximum about 42,000 data items).

protocols [7, 16, 10]. However, these approaches do not consider
the actual data and visual level of detail inspected.

3 TRACEABILITY

Taking our idea one step further, visual data coverage analysis can
also be used for tracing user interactions and guiding the user. An-
alyzing the traceability of the insight process has been proposed
by Gotz and Zhou [9]. Their approach focuses on low-level versus
high-level actions, where low-level actions are basic interactions.
They do not consider the data that a user has investigated. Based
on our questions, we can ponder on how visual data coverage infor-
mation can be used in applications that continuously log user inter-
action. If the recorded data information is available immediately, it
can be analyzed to guide the user to new data items or parts of the
data that was not inspected visually yet. The information about how
much of the data a user has explored can be used to make the user
aware that s/he has only examined a small part or already investi-
gated all available data. The part of the data a user has explored
can be used to guide a user to parts of the data not analyzed yet.
Additionally, if some ground truth is available for a task, a user can
be guided to inspect the right data when solving a task.

For example, a visualization as shown in Figure 3 is useful to
let users understand which parts of the data they explored in detail
and which might deserve additional attention. The time spent for
inspecting particular data items may be plausible if the interactive
visualization is well designed and helped to steer users attention to
exactly those details in the data that are interesting in the context
of the task to be solved. With often underspecified tasks and explo-
rative approaches, as supported by visual analytics solutions, this
perfect match might not be guaranteed. Tracing the level of detail,
the frequency in which data items were inspected as well as the
quantity of explored data items and reflecting this to users, might
help to prevent severe errors in assessing a situation. In the given
example, the bar graph shows that some elements have not been in-
vestigated at all, yet. Extending this visualization to show all data
items might help the user to see which parts were not inspected.
Adding brushing methods and linking the visualization with the vi-
sual analytics tool that was used for exploration, for example, by
clicking on an item to highlight the corresponding elements, could
be a valuable means to reduce analysis faults from overlooking im-
portant information.

4 ACCOUNTABILITY

Accountability has been discussed so far in different context.
It has been used to describe ‘truthfulness’ of visualization ap-
proaches [21] which is inevitably hampered by data uncertainties
and the impossibility of reflecting the full complexity of the real
world. Reducing this problem certainly includes a critical reflection
of a users analysis process which can be supported by improving
traceability. The term accountability is also used with respect to se-
curity and privacy, for example, by Butin [6] and Weitzner [22] who
suggest to make business transactions verifiable and dishonest or
even illegal use of information transparent. While these aspects are
not directly covered by our discussion, it would be interesting to in-
dicate them if information foraging is supported through interactive

visual interfaces. Many other semantic meanings of accountability
exist in the context of HCI and other research fields [8]. Account-
ability is of special importance in decision-making situations like
visual analytics accountability [15, 20]. If an expert using a tool
is misled by the data and comes to a wrong decision, the question
of who is responsible becomes an issue. Logging interaction data
and visual data coverage might be one option to overcome such an
issue. It may become clear from the logging data that an expert has
not inspected the data thoroughly enough. For example, how much
data an expert investigated can indicate if the expert has examined
all data or just parts. If we can infer which parts of the data s/he
explored it may demonstrate if just obvious parts, or all parts of the
data were inspected. Knowing which data must be explored at least
to make valid inferences can again help to know if the right part
of data was examined. However, all of this information may also
help to investigate if an expert was not able to make a valid deci-
sion because s/he was misled by the visualization or could not get
all appropriate data necessary.

5 EXAMPLE OF EVALUATION USING VISUAL DATA COVER-
AGE

To show how visual data coverage information can be used when
evaluating an interactive visualization, we give an example from a
recent study we conducted. In this study, we collected interaction
data as well as data that a participant inspected while using a focus-
and-context lens. The interaction data was collected by instrument-
ing the analyzed system. We analyzed the visual analytics system
called TrajectoryLenses [13] consisting of a focus-and-context lens
which can be used to explore trajectory data displayed on a map
(cf. Figure 1). We recorded the data with a frequency of 60 Hz
to achieve a sufficient sampling rate of the data and to be able to
synchronize it with eye movement data we recorded as well. In our
case, we collected an ID, timestamp, and the position of the lens,
all in addition to the data that was currently depicted underneath the
lens. We achieved this through a hit test with the data items’ posi-
tions in order to save its ID. We saved all IDs as a string attached
to the current interaction. Following this, we calculated how many
data items were investigated at each time step and accumulated the
data for each unique data item that was examined over time into an
overall visual data coverage amount. Additionally, we calculated
how often a participant explored each data item by counting how
often the ID was recorded.

Since we do not focus on analyzing and visualizing interaction
logs, many of the proposed methods are only partially useful. Typi-
cally, a timeline is used which depicts interactions either as thumb-
nails [11, 9] or as color-coded glyphs [7, 12]. Transition matrices or
transition charts depicting the transitions between different interac-
tion categories [17, 10, 5] are a different approach, however, we are
more interested in how to represent the visual data coverage, rather
than individual interactions. Thus, we present two ideas on how to
depict this data.

Figure 2 shows the visual data coverage graph for one partici-
pant and data visualized at a specific level of detail. On the x-axes
we depict the time and on the two y-axis we depict the overall data
amount as well as the visual data coverage for each time step indi-



Figure 3: The visual data coverage of one participant where each rectangle represents a data item. The data items are sorted based on the
time they were examined for the first time. The color corresponds to the number of times a data item was inspected, the darker the more it was
explored. In the legend a bar chart depicts how may data items belong to each range.

vidually. The line in the chart represents the overall amount of data
a participant investigated over time. The bar charts indicate the
amount of detail data explored interactively over time during the
study. We can see that at the beginning of the study, this participant
examined a lot of data indicated by the bars on the left of Figure 2.
The number of overall data items the participant inspected in detail
was 774,141 data items and the maximum number of data items
investigated at one time step was 41,070. This provides us with
information about how much of the data this participant analyzed.

Additionally, we created a simple chart for showing how often
each data item was inspected. Figure 3 shows the data from the
same participant. The color of each rectangle represents how of-
ten a data item was explored with the lens-based technique using
a binning technique. We can see that a few data items have been
examined thoroughly, as the dark blue rectangles at the bottom of
Figure 3 show. The bar chart on the right next to the ranges indicate
how many data points have been investigated in each range. In this
case, there is also a large amount of data that has not been inspected
in detail (see Figure 3; lowest bar next to = 0). If this part of the
data, which a participant did not explore, contains valuable infor-
mation, a hypothesis could be that the visualization system was not
developed appropriately to guide the user. However, if the system
was developed trying to guide the user to parts of the data which are
of high interest, having a large amount of data not being examined,
can be a positive result as well if a user did not inspect unnecessary
information. With this chart, we can infer which part of the data
and how often each data item was investigated.

6 CONCLUSION

In this paper we have explored the idea of analyzing the visual data
coverage while using an interactive visualization. We have shown
how analyzing the amount and parts of the data represented can give
valuable insights into how well a visualization technique was de-
signed, and what we can infer from this data regarding traceability
and accountability. We indicated which insights can be gained from
logging information as well as the visually represented data as an
effect of logged interactions. Despite this, there are still many open
issues on how to track and analyze this kind of data. We believe
that analyzing a user’s visual data coverage may help to guide to
exploring parts of a visualization more closely in the future. Trace-

ability may help in real time to inspect important and interesting
data more appropriately, and from the interaction logs we can get
insights with respect to accountability if questionable decisions are
made based on visual analysis.
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